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What	are	A.ributes	

v Low-level	concepts:	features	
	
v High-level	concepts:	labels,	categories				

v Mid-level	concepts:	aAributes	

v Shared	across	categories	

v Have	semanCc	meanings	

v Visual	concepts	(machine	detectable)	
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fish	

		Red,	small,		has	tail	



Why	A.ributes?	

v How	humans	naturally	describe	natural	concepts	
	

v Image	search	

v Describe	unknown	objects	
	
	

Shuangfei	Fan	 4	2/21/17	

		

Pink,	purse,	
bowknot…	

Has	Horn	
Has	leg	
Has	Head	
Has	Wool	
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Smiling	 Not	smiling	???	

Natural	 Not	natural	???	

Rela6ve	A.ributes	

Figure	Credit:	Devi	Parikh	
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Smiling	

Natural	

Rela6ve	A.ributes	
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For	each	aAribute	
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Learning	Rela6ve	A.ributes	

Slide	Credit:	Devi	Parikh	
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Learning	Rela6ve	A.ributes	



Learning	Rela6ve	A.ributes	

Shuangfei	Fan	 10	2/21/17	 10	

Max-margin	learning	to	rank	formula6on	
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Image						RelaCve	AAribute	Score	

Slide	Credit:	Devi	Parikh	
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v Recognize	the	Wampimuk	

v Impossible?	

v SoluCon:	semanCc	tranfer	

v Wampimuk:	small,	horn,	furry,	cute	
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Zero-shot	Learning	

Slide	Credit:	Timothy	Hospedales	

v Zero-Shot:	

v PaAern	recogniCon	with	no	training		
				examples	

v Solved	by	semanCc	transfer	



Rela6ve	Zero-shot	Learning	

13	13	

Training:	Images	from	S	seen	categories	and		
	 	 	 			DescripCons	of	U	unseen	categories	

	
	
	
Need	not	use	all	aAributes,	or	all	seen	categories	
TesCng:	Categorize	image	into	one	of	S+U	categories	

Age:	 Scarle.	Clive	Hugh	� � Jared	 Miley	�

Smiling:	 Jared	Miley	�
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Slide	Credit:	Devi	Parikh	
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Clive	

Infer	image	category	using	max-likelihood	

Can predict new classes based on their relationships to 
existing classes – without training images 
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Rela6ve	Zero-shot	Learning	

Slide	Credit:	Devi	Parikh	
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Automa6c	Rela6ve	Image	Descrip6on	
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�Density	

ConvenConal	binary	descripCon:	not	dense	

Dense:	 Not	dense:	

Novel	
image	

Slide	Credit:	Devi	Parikh	
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more	dense	than	 		less	dense	than	

Density	
Novel	
image	

Automa6c	Rela6ve	Image	Descrip6on	

Slide	Credit:	Devi	Parikh	
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more	dense	than	Highways,	less	dense	than	Forests	

Density	
Novel	
image	

Automa6c	Rela6ve	Image	Descrip6on	

Slide	Credit:	Devi	Parikh	
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Datasets	
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Outdoor	Scene	RecogniCon	(OSR)	
[Oliva	2001]	
	
	
	
	
	
	
	
	
8	classes,	~2700	images,	Gist	
6	aAributes:	open,	natural,	etc.	

				Public	Figures	Face	(PubFig)	
				[Kumar	2009]	
	
	
	
	
	
	
	
	
	
				8	classes,	~800	images,	Gist+color	
				11	aAributes:	white,	chubby,	etc.	

AAributes	labeled	at	category	level	
Slide	Credit:	Devi	Parikh	



Datasets	
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Category	level	annotaCon	



OVERVIEW	

Shuangfei	Fan	 22	2/21/17	

Ø  Introduction 

Ø  Learning Relative Attributes 

Ø Relative Zero-shot Learning 

Ø Automatic Relative Image Description 

Ø Datasets 

Ø Experiments 

Ø Conclusion 



Experiments:	Baselines	
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•  Zero-shot	learning	
– Binary	aAributes:	
	Direct	AAribute	PredicCon	

– RelaCve	aAributes	via	
	classifier	scores	

•  AutomaCc	image-descripCon	
– Binary	aAributes	
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Slide	Credit:	Devi	Parikh	



Experiments:	Zero-shot	learning	
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•  Robustness:	
– Fewer	comparisons	to	train	relaCve	
aAributes	

– More	unseen	(fewer	seen)	categories	
•  Flexibility	in	supervision:	

– ‘Looseness’	in	descripCon	of	unseen	
– Fewer	aAributes	used	to	describe	unseen	

Slide	Credit:	Devi	Parikh	



Experiments:	Zero-shot	learning	
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Experiments:	Describe	images	
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Rela6ve	a.ribute:	
	
More	natural	than	insidecity		
Less	natural	than	highway		
	
More	open	than	street		
Less	open	than	coast		
	
Has	more	perspecCve	than	highway		
Has	less	perspecCve	than	insidecity	

Binary	a.ribute:	
	
Not	natural	
Not	open	
Has	perspecCve	



Experiments:	Describe	images	
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Secret 
Image 

Description 

? ? ? 

Slide	Credit:	Devi	Parikh	

Human	Studies:	Which	Image	is	Being	Described?	



Experiments:	Describe	images	
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Less	Smiling	than	

?	 ?	

Binary:	Smiling,	Young	

Not	Young	

RelaCve	

28	

Smiling	 Younger	than	More	Smiling	than	

Older	than	Not	Smiling	

Young	

X	X	

Slide	Credit:	Devi	Parikh	



Experiments:	Describe	images	
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Slide	Credit:	Devi	Parikh	

Human	Studies:	Which	Image	is	Being	Described?	
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Conclusion	
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•  RelaCve	aAributes	
–  Allow	relaCng	images	and	categories	to	each	other	
–  Learn	ranking	funcCon	for	each	aAribute	
	

•  Novel	applicaCons	
–  Natural	and	accurate	zero-shot	learning	from	aAribute	
comparisons	

–  AutomaCcally	generaCng	precise	relaCve	image	descripCons	
for	human	interpretaCon	
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Ques6ons?	
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BACKUP	



Experiments:	Zero-shot	learning	
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Experiments:	Zero-shot	learning	
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Experiments:	Zero-shot	learning	
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GIST  
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v  GIST	is	a	steerable	filter	(Gabor	filter)	response	of	an	image.	

v  Any	image	has	1	GIST	descriptor	of	512	dimensions.	

v  GIST	was	developed	to	provide	a	holisCc	descriptor	that	
provides	a	simpler	representaCon.	

v  Compared	to	SIFT	features:	

v  SIFT	is	a	localized	image	patch	descriptor.	A	typical	image	
has	a	few	thousand	SIFT	descriptors,	each	of	128	
dimensions.		

v  SIFT	was	designed	for	scale	and	affine	invariance	in	wide	
baseline	image	matching	tasks,	which	were	part	of	
stereo	vision.	


